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Abstract-The boundary-layer model for correlating experimental data on film-cooled adiabatic walls 
is re-examined. Existing analyses are reviewed. A much simpler approach is given which can also cover 
the case of foreign gas injection. The utility and limitations of the boundary-layer model are empha- 

sized by comparison with experimental data. 

NOMENCLATURE 

A, B, C, constants, see text; 
Cf, 

CD, 

H, 

K 

L, 

M 

Pr, 

Re, 

r, 

T*, 

& Y, 
4 
a, 
B9 

local skin friction coefficient; 
specific heat at constant pressure; 
heat-transfer coefficient defined in 
text ; 
constant, see text; 
unheated starting length, see equation 
(10); 
Mach number ; 
Prandtl number; 
Reynolds number ; 
temperature ; 
reference temperature, see equation 
(10); 
function of; 
enthalpy ; 
coefficient of thermal conductivity; 
eddy heat conductivity; 
mass flow rate ; 
Pe&lP&n; 

power law index; 
pressure; 
heat-transfer rate; 
slot height; 
time ; 
x component of velocity; 
y component of velocity; 
fictitious starting point of coolant 
boundary layer, see Fig. 1; 
Cartesian co-ordinates; 
(xim4. {Rec. G&J F4; 
thermal diffusivity, k[pCp; 
eddy diffusivity, k,/puCp; 

constants, see text; 
gamma function; 
boundary-layer thickness; 
boundary-layer displacement thick- 
ness ; 
boundary-layer momentum thick- 
ness ; 
boundary-layer thermal thickness ; 
(Tam - Tm)/(Tc - Tm); 
v&m - hm)/(h,, - ho,,); 
(Taw - TomMToe - Tom); 
(T- Tw)/(Tm - Tw); 
coefficient of viscosity; 
see equation (16) ; 
density; 
(T - Tm); 
skin friction. 

coolant; 
mainstream; 
total; 
slot; 
wall; 
adiabatic wall. 

INTRODUCTION 

WHEN A WALL is film cooled, by injecting a 
stream of gas between the surface and the hot 
external flow, three separate regions can be 
recognized, as shown in Fig. 1. A “potential 
core”, wherein the wall temperature remains 
close to the coolant gas temperature, is followed 
by a zone where the velocity profile is similar to 
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that of a wall jet. Farther downstream, however, 
the flow must become similar to that in a fully 
developed turbulent boundary layer. For coolant 
and mainstream gases of similar density the 
relative length of the three regions is governed 
primarily by the velocity ratio uc/um. When 
uC $ urn a simple jet model, as suggested by 
Spalding [I] for the second zone, may be valuable. 

-. I 

FIG. 1. The three possible regions for the flow past a film 
cooled surface. 

For uC < urn the second zone is non-existant and 
the boundary-layer model for correlating film 
cooling data should be useful. The re-derivation, 
critical examination and extension (to cover 
foreign gas injection and large density ratios, 
pC/& of the boundary-layer model is the 
subject of this note. 

SURVEY OF PREVIOUS 
THEORETICAL WORK 

Wieghardt [2] made one of the first investiga- 
tions of slot injection in connexion with the 
problem of de-icing. He achieved an asymptotic 
solution of the turbulent boundary-layer equa- 
tions of continuity and energy by assuming 
similarity for both the velocity and temperature 
profiles. His solution gave T(y) and T,,(6) but 
not T&.X). Wieghardt noted that the assumption 
(6/x) - Re;1’5 would indicate Taw - x-4/s, a 
result in excellent agreement with his experi- 
ments, but he was unwilling to take this step. 
So although he was almost certainly aware of 
the simple expression for Taw(x) given in this 
note, he did not write it down, preferring instead 
to find T,,(x) experimentally. 

Since his work provided a foundation for 
much that was to follow, it is worth considering 
in more detail. The basic assumptions in his 
analysis are : 

(i) for x/s B 1 the flow near the wall 
resembles the flow in a boundary layer 

(ii) low Mach number flow, the dynamic 

(iii) 
(vi) 

(v) 

(vi) 

(vii) 

C, is constant throughout the flow 
the molecular heat conductivity is 
neglected in comparison with the eddy 
heat conductivity 
for large x/s the temperature profiles are 
similar, hence 

where c=T-Tm 

and ar(x) = 7 (&A dy 
0 

the mass-velocity profiles are also similar 
and may be written in power law form 

PU Y" -----= _ 0 Pm urn 6 

k is a function of x only. 

In the light of these assumptions the relevant 
equations may be written as 

a( P4 j- ?!$?$ = 0 continuity (1) ax 

c 

pu .-;+ pv .;=k;$ energy (2) 

jpPuody = const. = D e~cac~ conservation 

tf energy for the case of an adiabatic wall (3) 

By introducing assumptions (v) and (vi) into 
these equations and applying the boundary 
conditions 

;=O, T=T,, at y=O 

T = Tna at y=co 

Wieghardt solves for o(y) obtaining 

“= exp [- Cl (&)“‘“I 
UlZW 

(4) 

where 

temperature rise is neglected Substituting this result in the energy balance 
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equation (3), and defining 6 by y = 6 when 
a/a,, = 0.1, he finds that for IZ = l/7 

Uaw Taw - Tm -_= 
UC Tc - Tm 

=,4)1y. (5) 

Wieghardt points out that further progress is 
impossible since the variation of 6 with x is 
unknown. However, if the assumption is made 
that 6 = 0.37 x Re;1/5 then one obtains the 
result 

17 = 5.44 (~)-““(Rec .E)“‘“. (6) 

Hartnett et al. [3] adopted Wieghardt’s 
analysis but simplified the mathematics by 
writing equation (4) as 

U/Uaw = exp [- Cdy/S)2] since n 4 2 (7) 

Expanding the right-hand side of (7), retaining 
only the first three terms and substituting in (3) 
gives 
1 

so ; 1’7 [1 - C2 (Y/S)~ + C; (y/?Q4] d(y/S) = 
0 

uc ms -_ 
uaw .S’ 

The left-hand side is a constant and assuming 
now that 6 = B x Re-1’5 and pc = pCLm the authors 
obtain 

-0.8 

Re0’2 c . (8) 

In a graphical comparison of (8) with experi- 
ment the dependence of 77 on Re, is omitted and 
a f40 per cent scatter noted. If pe # pm and 
B is taken as 0.37 then (8) becomes 

rl = 3.39 (G)-“‘” (Recii)o'2. (9) 

Rubesin [4] tackled the problem of the heat- 
transfer rate distribution along a flat plate with 
a step discontinuity in surface temperature. For 
a given unheated starting length L and wall 
temperature distribution T,(x) he found that the 
heat-transfer coefficient was 

H (x, L) = = 0.0288 z Re15 Pr1/3 

L 39/40 -7139 

l- x 0 I 
(10) 

His analysis used the integral form of the 
boundary-layer energy equation and among the 
assumptions were the following : 

u y l/7 
-_= - 

urn 0 6 (114 

6 = 0.37 x Rec1/5 z (lib) 

’ (12) 

Klein and Tribus [5] solved the inverse problem 
of finding T,(x) when the heat flux q(x) is 
prescribed. They show that if H can be written as 

then 

H(x, L) = f(x) (xa - La)-8 

T,(X) - Tm = 

z q(L) (x” -Lay-1 a . = 

s 

La-l 

f(L) (-F)! (/I - l)! - dL (13) 
L=O 

Using the work of Rubesin we have 

a = 39140, /3 = 7139, 

f(x) = 0.0288 t Rei15 . Pr1!3 x7j40. 

At Eckert’s suggestion Klein and Tribus con- 
sidered the particular example of a line heat 
source placed at the leading edge of a flat plate 
and calculated the variation of adiabatic wall 
temperature along the plate. This example is 
similar to the film cooling problem, the source 
simulating the heat released from the coolant 
slot. Putting 

q(L) dL = pe uc s C,, (Tc -~ 2-m) 

at s = 0, 

q=O for x>O 
and 

L=O 

then equation (13) becomes 

7 = 577 (2) Prz3 (G)-“‘” (Re,$)“’ (14) 

If G&P, = 1 and Prm = 0.72 then (14) reads 

7] = 4.62 (&)-“” (R~,~!!?J~‘~ (15) 
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In a more recent analysis Seban and Back [6] (ii) the coolant and mainstream gases have 
note the similarity between the approximate the same composition 
form of Wieghardt’s temperature profile (iii) the temperature differences are small 

+nto = exp [-C2(y,Wl (see page 57) (7) 

and a particular solution of the heat conduction 

enough for C, to be constant 
(iv) the pressure is constant throughout the 

flow field 
equation. (v) the temperature and velocity boundary 

a/al,! = exp [-y2/4(] where 5 = ] a dt (16) layers have the same thickness 
(vi) the stagnation enthalpy is uniform 

The analogous equations are across any section therefore TO =.f(x) 

ST 1 8T 
$2 =a(t). at 

- where a = kjpC, (17) 
only 

(vii) the mass-velocity power law holds with 

and 
n = l/7, i.e. 

GT I i3T 
$,;;” -:- /q\-j . >j * where /3 = k,lpuC,, (18) 

PU Y 0 
l/7 

.__~_ - 

pm urn 6 
(20) 

a rather gross contraction of the energy equa- From an energy (total enthalpy) balance with 

tion. Seban and Back, relying on the work of an adiabatic wall and CP,, = CP, = C?, we have 

Hinze [fi], take fib1 cp Taw = tic Cp To, + & Cp Tom (21) 

P(x) = o-7 ~22/(Cf/2) The mass flow rate in the boundary layer is 
82 = 0.036 x Re;1’5 

Cfj2 = 0.0296 Re;1J5 f&l = s’ pu dy 
0 

Thus ,13 - x0.7 and from the analogy we have which from (20) gives 

a2 - J’ /3 d.u, i.e. 
kbl = (7/8) P,I, urn 6 

6 N x0.85 

Use of the conservation of energy, equation (3) 
then leads to the final result 

‘7 :. 11.2 (A) -o’85 (Re,;;bjo’15 (19) 

There is one other theoretical model [8] for the 
film cooling process which, in contrast to 
the previous papers, begins by assuming that the 
coolant film exists as a discreet layer (no mixing). 
Two empirical modifications are then made to 
take care of the mixing phenomena. As might be 
expected this model provides a good basis for 
correlating experimental data [8] taken reason- 
ably close to the coolant slot, (0 < x/s < 150). 
In view of the empirical nature of the modifica- 
tions to the initial theory this model is not 
included here. 

A MORE SIMPLE ANALYSIS 

The assumptions here are : 

(i) the flow is boundary-layer-like and 
6 _ 0.37 s Re-1 5 .1: 

The mass entrained in the boundary layer ti, is 
then 

& Z.ZZ lnol ti, 

where ti, is the coolant mass flow rate 

&; ::-Z p,. ldc s. 

Substitution in (21) gives immediately 

Using assumption (i) and introducing a slot 
Reynolds number as Ret = (peues/& we obtain 

Foreign-gas injection 
This simple analysis may be extended to 

cover the case of foreign gas injection by 
relaxing assumption (iii) and substituting 

c?, (x, == 
til, Cl,,,, in il, CP, 

Ifi 
(23) 
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The result then is 

3.09 (;)-“-8 x (Re$J2 j 
This may be rearranged to read 

T - Tom. 
.q”E hOi = - 

c3 rl’ 

1 + (C3 - 1) rl’ 

where Cs = C,,jC,, (25) 

and 7’ is given by (22) or (24). For Cs = 1, 7’ 
and 7” are identical. For Ca # 1 equation (25) 
shows that, for large x/ms, 7” --f Csy’. A result 
indicating the benefit of using a coolant with a 
large specific heat. 

A comparison of the theoretical results 
All but one [8] of the theories mentioned above 

are based on a boundary-layer model of the flow. 
They necessarily assume mixing of the coolant 
with the mainstream and are strictly asymptotic 
solutions valid only for large x/s. The precise 
definition of “large” can be found by correlating 
the experimental data. This is done later in the 
paper. It is interesting just to compare the 
theoretical results of Wieghardt, Hartnett et al. 
Tribus and Klein with the simple analysis pre- 
sented here. The relevant expressions are 

17 = $ zz 5.44 (,+0+3 (reference 2) 

7) = + = 3.39 ($-0.8 (reference 3) 

17 z + = 4.62 (2)-O+’ (reference 5) 

7’ = 3.09 (f)-0.8 (this paper) 

where 

2 = (x/ms) (Re, ~&L~)-~I~ 

For the case of foreign gas injection 

7 = 4.62 (C,,/C,,) (Z)-O’* (reference 5) 

z 3.09 (2)-o’s (this namer) 

where 

provided 

TO N T. 

The striking similarity between the various 
analyses is not surprising since they all use the 
1/7th power law similarity solution for the 
velocity profile together with an energy balance 
equation. The different constants result from 
differing approximations to the temperature 
profile. For example Wieghardt obtains an 
exponential form, Rubesin assumes a 1/7th 
power law temperature profile and in the simple 
analysis of this paper the total temperature TO is 
assumed constant across the boundary layer. 

COMPARISON WITH SOME 
EXPERIMENTAL DATA 

A selection of the available experimental data 
has been made covering the widest ranges of slot 
Reynolds number, density ratio pclpm and 
velocity ratio ue/um, and correlated using 
equations (22) and (24) in an attempt to test the 
validity of these equations. In particular it is 
important to know over what range of 

m(= P~u~/P~~~) 

a boundary-layer model of the flow is likely to 
be valid. 

Data [2,3,9] obtained at three widely different 
slot Reynolds numbers are presented in Fig. 2(a) 
as a plot of 7’ against x/ms. Hartnett et al. [3] 
produced a similar picture and noted a f40 per 
cent scatter about their own experimental data. 
Figure 2(b) demonstrates now the three sets of 
data chosen are brought closer together by 
plotting q’ against 2 as suggested by most of the 
theoretical treatments. The final slope of the best 
curve through the data correlated in this way is 
close to -0.8 but the data suggests a value of 
the constant in equation (22) rather larger than 
3.09. A further comparison is made in Fig. 3 
using the data of Wieghardt [2] and Seban [9]. 
For 0 < m < 1.5 their data are all expressible 
in the form 7’ = A(Z)-@*. Table 1 and Fig. 3 give 
the value of the constant A and show that for 
m S 1 the constant is nearer 3.7. Bevond m = 
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FIG. 2. The improvement of data correlation by inclusion of slot Reynolds number. 

0 04 0.8 I.2 I.6 2.0 

i PC UC 
/ 

p,u,)-m+ 

FIG. 3. The value of the constant A in the equation 
?I’ = ‘4(Z)-415. 

the constant falls rapidly and for m > 1.5 the 
slope of the experimental curve changes as 
shown in Fig. 4, indicating the inadequacy of 
the boundary-layer model for this range of m. 

The data of Chin et al. [lo] for single and 
multiple slots were correlated empirically in the 
original paper. They are replotted in the way 

Table 1. The value of the constant A in the expression 
,,’ = AZ-O’8 

Ref. and Symbol 111 R&,/& A 

Wieghardt [2] 0.22 5300 
0 0.28 7400 

0.36 8900 
0.40 11500 
0.40 5000 
0.45 1200 
0.74 9100 
0.74 9900 
1.01 12500 
1.20 12200 

- 
Seban [9] 1.45 12800 

A 1.90 13100 
0.18 7100 
0.26 1500 
0.39 3100 
0.59 7250 
1.08 6100 

3.85 
3.72 
3.92 
3.33 
3.33 
3.40 
3.52 
3.48 
3.48 
2.62 

2.10 
1.48 
3.78 
3.28 
3.37 
3.71 
3.93 

~-..._____... __-______ 

suggested by equation (22) in Fig. 5. Although 
the data do not fit the equation both the single 
and the ten-slot data correlate very well using 
the ordinates appropriate to the turbulent 
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FIG. 4. Data taken from reference 9 to show the range of M for which the boundary-layer model 3s useful. 

boundary-layer model. For the-multi-slot case x 
is measured from the last slot and s is the height 
of an equivalent single slot through which all 
the cooling fluid passes. Finally the 20 row 
louvre data of Chin et al. is replotted, Fig. 5(b); 
again correlation is good. The negative slope 
of the correlated data tends towards O-8, then 
decreases again for large (x/ms) because, 
according to reference 10, there was heat 
conduction through the plate. 

In all the experimental data considered so far 
the density differences, temperature differences 
and flow velocities have been small so that ideas 
based on incompressible turbulent boundary 
layer theory might be expected to succeed. It is 
possible that the simple analysis given here may 
be useful under compressible flow conditions 
since experiments [12] have shown that the 
velocity profile on a flat adiabatic plate appears 
to be almost independent of Mach number and 
that the formula 6 = 0.37 x Re,-1/5 is usable up 
to it4 = 2-5 at least. The highest Mach number 
data currently available is that of references 8 
and 11. In reference 11 the values of 7’ are not 
unity at x = 0, the reason being [13] that the 

coolant temperature was measured well up- 
stream of the slot and there was appreciable heat 
transfer between the measuring station and the 
slot exit. The results have therefore been correc- 
ted? and plotted in Fig. 6, they correlate very 
well on the basis of equation (22). The highest 
freestream Mach number used in the tests was 
0.78. The coolant and freestream gas was air. 
In a later series of tests [8] helium was used as the 
coolant with injection velocities up to 3680 ft/s, 
(Mc fi 1). Again the highest freestream Mach 
number was approximately 0.8. The data 
selected from reference 8 covered the whole 
range of test variables including the highest 
value of m (i.e. 1.57). At this value of m the 
velocity ratio ue/um was 3.83. The results are 
compared with equation (24) in Fig. 7. Con- 
sidering the simplicity of the analysis for foreign 
gas injection the agreement is encouraging but 
not good enough for design purposes. A more 
realistic approach is obviously needed for the 
compressible turbulent boundary-layer flow of a 
gas mixture. 

__-.-___- ~_. ._ __ _ 
t T’(X) corrected ?‘(X)/?‘(X 0). 
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SINGLE SLOT DATA 
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(4 

0.1 I d m < 0.94 
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0.1 I I 
0.1 I.0 

x-w 
10 100 

FIG. 5. The correlation of single, multi-slot and louvre data from reference 10. 

POSSIBLE EXTENSIONS OF 
THE ANALYSIS 

Corrections for finite 6 at x = 0 
Clearly the analyses presented here are only 

valid for large x/s. A “new” boundary layer is 
assumed to grow from the slot exit and to have 
zero thickness there. It should be possible to 
improve the analysis by taking account of the 
slot mass flow by equating one of its character- 
istics to that of a fictitious boundary layer 
growing from a point at a distance x0 ahead of 
the slot. For example, equating the mass flow 
in the fictitious boundary layer to that coming 
from the slot gives 

pc UC s = “s ,N dy = pm urn j (Y/S)-~‘~ d(y/6) = 
0 0 

= P pmunl~ 

Putting 6 = 0.37 x0 Re;1/5 gives on re-arrange- 
ment 

l/4 

= 4.1 (26) 

Adopting this correction in the analysis changes 
the relation (22) to 

7’ = 3.09 [.Z + 4*1]+3 (27), 

This result has the additional advantage that 
7’ -+ 1 as x -+ 0. The correction is easy to apply 
and undoubtedly improves the agreement with 
“theory” as demonstrated in Fig. 5(b). However 
much useful experimental data in the region 
0 < f < 10 is effectively “lost” if (27) is used 
moreover the correlation is not improved. The 
aim here is to demonstrate that the parameter 2 
has theoretical justification and practical utility 
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KEY KEY 

SYM up/u, m s I 

D 0:332 
= 
a “o:E 
0 0.815 
0 0.220 
0 0.266 
0 0.306 
0 0,410 

0 0.55 

8 
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0.56 O*I35ir 
0.77 
I.05 
1.25 1 
0.29 0.5in 
0.32 
0.41 
0.59 
0.76 
0.46 
0.64 Oal35ir 
0.79 
I.1 2 + 

SYM u,/u, m 5 

0 0.232 0.35 026ir 

,+ 3.09x-4’5 

1 

A 0.326 0,53 
V 0.450 0~76 
b 0.063 0.06 
4 0*120 0.16 
0 0,143 0.20 
0 0.200 0*26 
X O*iGi 0.39 
+ 0.372 0’56 
0 0.455 0.73 
8 0.535 0.65 
(D 0’740 I ’ 24 

I.0 

f 

ri 

0-I 

n 
A 

- 

- ‘l-0 IO 
Fr (x/ms) (RecpJpmj~ 

100 

6. The data of Papell and Trout [ll] for air injection into a high temperature air mainstream. FIG. 
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FIG. 7. The data of Hatch and Papell [8] for helium injection into air. 
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for correlating film cooling data, rather than to 
obtain the best possible fit between experiment 
and theory. The temptation to apply corrections 
has therefore been resisted. 

The effect of pressure gradient 
The simple analysis given here can obviously 

be extended to non-zero pressure gradient 
conditions provided S(X) can be calculated. 
Numerous methods of calculation exist and in a 
correlation of some of these Stratford and 
Beavers [ 141 suggest 

6 = 0.37 X Reills 
where 1 

X=P-ljPdx I 
> (28) 

and 

p= Jf 
[ I( 

1+y+w 4 )I J 
for free stream Reynolds numbers of the order of 
10s. The substitution of X for x in the parameter 
d should then correlate film cooling data obtained 
in the presence of a pressure gradient. 

Heat transfer 
Hartnett et al. [3] have shown that the standard 

solid-wall heat-transfer relations between Stan- 
ton number and Rez may be used for predicting 
the heat transfer in the presence of film cooling 
provided that 

(a) the coefficient of film cooling is defined as 

4 
H = Tw - Taw (29) 

where Taw is now the local value determined, 
for example, from equation (22), 

(b) the properties used to evaluate the Rey- 
nolds number and Stanton number are evaluated 
at the reference temperature T* where 

T* = 0.5 (Tw + Tm) + 0.22 (T,, - TwJ (30) 

Temperatures Tw and Taw are again local values. 
Seban [9] defined H in the same way and 

provided m was less than one he obtained good 
agreement with the Colburn equation 

H 

pm urn cp 
= 0.37 &-l/5 z (31) 

for x/s > 50. These two pieces of data suggest 
that a knowledge of the adiabatic wall tem- 
perature plus the use of Eckert’s reference 
enthalpy method might lead to a solution of the 
film-cooled-wall with heat-transfer problem. 
More experimental data are urgently needed to 
confirm or destroy this suggestion. 

CONCLUSIONS 

The boundary-layer model of a film-cooled 
surface has been used by a number of authors 
to derive an analytical expression for effective- 
ness in the form 

7’ = const. (Gs . (ReC,)-‘,,]l,., 

The present paper derives this result in a far 
simpler manner than has been used before. The 
paper emphasizes that the effectiveness should be 
based on enthalpy rather than temperature and 
that if this is done the same expression is theo- 
retically valid for foreign gas injection. 

The boundary-layer model correlates a wide 
range of data provided 0 < m < 1.5. It can be 
used for multi-slot or louvre cooling by postulat- 
ing a single equivalent slot. 

The analysis can be extended very simply to 
cover the effects of pressure gradient and heat 
transfer. More experimental data are needed to 
test the validity of such extensions. 

It must be emphasized that the boundary- 
layer model is strictly an asymptotically correct 
solution of the film cooling problem. As such its 
accuracy improves as x,ls increases and at 
infinity it must hold no matter what the initial 
conditions. However, the model is clearly 
inadequate for m > 1.5 over the range of x/s 
currently of interest, and inaccurate close to the 
coolant slot when there are large density differ- 
ences between the coolant and mainstream gases. 
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R&tnn!-Le modtle de la couche limite pour correler les don&es experimentales sur les parois 
adiabatiques refroidies par film est r&xamin& Les analyses existantes sont pass&es en revue. Une ap- 
proche beaucoup plus simple est donnee qui peut aussi couvrir le cas de l’injection d’un gaz &anger. 
L’utilite et les limitations du modele de la couche limite sont mises en relief par comparaison avec 

les don&es experimentales. 

Zusamrnenfassung-Das Grenzschichtmodell, das experimentell ermittelte Werte mit Film-gektihlten 
adiabaten WPnden in Beziehung setzt, wird iiberprtift. Bestehende Analysen dazu werden durch- 
geseshen. Es wird eine vie1 einfachere Nlherung gegeben, die such den Fall der Fremdgaseinspritzung 
erfassen kann. Die Grenzen und die Verwendbarkeit des Grenzschichtmodells wird durch einen 

Vergleich mit experimentellen Ergebnissen gezeigt. 

AHHOTagiSI-BHOBb aHaJIH3HpyeTCH MOAeJIb IIOrpaHHYHOrO CJIOFI LJIFI KOppeJIFIqMa aKCIIep%I- 
MeHTaJIbHbIXfiaHHbIX~JIFICTeHOKIIlNIIIJIeHOYHOM OXJIa?K~eHHIIBaAHa6aTHYeCKHXyCJIOBIIHX. 
CHOBapaCCMaTpllBaIOTCHCylqeCTByIO~He aHaJIH3bL~aeTCR 6oneenpOCTO~nO~XO~,KOTOp~Zt 
TaKme BKJIIOYaeT cnysati BAySa 1l~0p0~~0~0 ra3a. llpI4MeHeme 14 0rpaHHYeHm Monemi 

IIOrpaHEiYHOrO CJIOR IIOKa3aHbI B CpaBHeHHEI C 3KCIIepHMeHHaJIbHbIMH ,I(aHHbIMH. 

H.M.--B 


